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Tanzu

A suite of tools that
enables enterprises to
build, run and manage

applications
consistently, reliably
and securely at scale
across any cloud
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Who we are: A modern software company delivering in the Federal space

OVER 200 Federal Modernization Engagements since 2017
e 65 AppDev
e 86 Platform
e 50 App Mod

91% of our greenfield apps are in prod
50 Tanzu Platform foundations installed

We drive to production ATO on average in 90 days ROBAYASHI

"ESSEIRUN
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Over 150 articles about our Work in the Federal Space

The Pentagon has tried to get Silicon Valley on its side for
years. Now it’s part of the air war against ISIS.
The Washington Post — July 19, 2017 (link)

The Air Force Learned to Code & The Pentagon Saved Millions
Fast Company July 5, 2018 (link)

AFCENT Innovation Summit: ‘We’re here to win Wars’
Centcom.mil — March 15, 2018 (link)

CSpOC Eyes New Space C2 Tools From Speedy Coders
AirForceMag.com — February 19, 2020 (link)

A Superhero Culture that Fights Cyber Threats
Business Chief Magazine — April 1, 2020 (link)

vmware
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The Air Force Software Revolution
Air Force Magazine — September 1, 2019 (link)

Bringing SMC’s Software Factory to Life
MilSatMagazine — September 3, 2019 (link)

Software Wins Modern Wars: What the Air Force Learned
from Doing the Kessel Run
Modern War Institute — January 17, 2020 (link)

Defense Innovation Board Vignette on Kessel Run
Defense.gov — May 1, 2019 (link)

How Fake Agile at DoD Risks National Security
Forbes — September 22, 2019 (link)



https://www.airforcemag.com/article/The-Air-Force-Software-Revolution/
http://www.milsatmagazine.com/story.php?number=1191408091
https://mwi.usma.edu/software-wins-modern-wars-air-force-learned-kessel-run/
https://media.defense.gov/2019/May/01/2002126684/-1/-1/0/VIGNETTE%205%20-%20KESSEL%20RUN,%20THE%20FUTURE%20OF%20DEFENSE%20ACQUISITION%20IS%20#AGILEAF.PDF
https://www.forbes.com/sites/stevedenning/2019/09/22/how-fake-agile-at-dod-risks-national-security/#1a1e4aaa8fa8
https://www.washingtonpost.com/news/checkpoint/wp/2017/07/19/the-pentagon-has-tried-to-get-silicon-valley-on-its-side-for-years-now-its-part-of-the-air-war-against-isis/
https://www.fastcompany.com/40588729/the-air-force-learned-to-code-and-saved-the-pentagon-millions
https://www.centcom.mil/MEDIA/NEWS-ARTICLES/News-Article-View/Article/1466986/afcent-innovation-summit-were-here-to-win-wars/
https://www.airforcemag.com/cspoc-eyes-new-space-c2-tools-from-speedy-coders/
https://www.businesschief.com/magazine/issue?m=April&y=2020&new

Goal - Address BOTH Applications and Infrastructure
Solve for developer experience AND operator experience across clouds

Applications
DEVELOPER EXPERIENCE
A4
@ — A\ Azure a\WIS_, — Multi-cloud —— U 1BMCloud & Google Cloud @
/\

b

alals

Infrastructure

OPERATOR EXPERIENCE
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Structured Around Critical Capabilities o
Deliver better software to production, faster /O\ VMware Tanzu”
N/

Code and containerize Speed development with Automate deployment of
custom applications open source containers apps into production
Applications
DEVELOPER EXPERIENCE
A4
@ — A Azure aws —— Multi-cloud —— 5 BMcloud & Google Cloud &
/\

Q Deploy and manage K8s Apply enterprise Ensure secure and
Elala) across clouds, clusters observability to drive reliable communication
and teams decisions between services

Infrastructure

OPERATOR EXPERIENCE
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Address BOTH Applications and Infrastructure
Solve for developer experience AND operator experience across clouds

Spring Application Service
1.5M+ projects started / month 1M containers on the platform
Applications
DEVELOPER EXPERIENCE
A4
@ E— AAzure aWS, —— Mu |ti—C|OUd e Q IBM Cloud & Google Cloud @
/\

CS vRealize Suite
Multi-cloud management Kubernetes

alz[a) Top 3 contributor

SDDC
Infrastructure 70M workloads

OPERATOR EXPERIENCE
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Bring Dev & Ops together to build, run & manage apps
Deliver better software to production, faster

Applications

PN
B A - Il \\ VMware Tanzu" )
v (O)

b

alals

Infrastructure

OPERATOR EXPERIENCE
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Bring Dev & Ops together to build, run & manage apps
Deliver better software to production, faster

Get new
projects started,
extend existing

Applications apps

aws

@ — AAzure aws

Q Adopt Kubernetes in
Elalo) your software
defined data center

Infrastructure
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Production Secure, Automate
ready open consistent application

source catalog container builds lifecycle

DEVELOPER EXPERIENCE

NV

Multi-cloud —— ¢ 51BMcloud

N\

Run Kubernetes
everywhere

OPERATOR EXPERIENCE

& Google Cloud

®




Bring Dev & Ops together to build, run & manage apps
Deliver better software to production, faster

Tanzu
Starter
Service &
Applications App Mod

Select, generate,
run new projects
that meet
enterprise &
Analyze Portfolio

for existing apps
I AAzure =
* new
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Tanzu App
Catalog

Curate a custom
library of verified
open source
containers for
development
teams

Tanzu Build
Service

Apply a declarative
approach to
source-to-container
creation,
management and

governance at scale.

Tanzu App
Service

Automate
application

lifecycle and offer

developers the
simplicity of the
‘cf push’
experience.




Bring Dev & Ops together to build, run & manage apps
Deliver better software to production, faster

Realize the benefits of
Kubernetes in vSphere

@ B— AAZUFG ~ and naturally bridge

container and VM
workloads.

CS vSphere 7 with

Elaia Kubernetes
Infrastructure
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Run and operate the
same Kubernetes

distribution on-prem,
public clouds & edge.

Tanzu
Kubernetes Grid

OPERATOR EXPERIENCE




Bring Dev & Ops together to build, run & manage apps
Deliver better software to production, faster

Tanzu
Starter Tanzu App Tanzu Build Tanzu App
. . Service & Catalog Service Service
Applications App Mod
DEVELOPER EXPERIENCE
A4
@ — AAzure aWS, —— Mu |ti—C|OUd —_— L) IBM Cloud & Google Cloud @

/\

D

R vSphere 7 with Tanzu
mla]m)

Kubernetes Kubernetes Grid

Infrastructure

OPERATOR EXPERIENCE
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Live Environment
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Simplified Deployment and Consumption
vSphere with Tanzu

vSphere with Tanzu — vSphere Networking

e ol Namespaces ﬂ A

U DB and Analytics Al/ML Business Critical Time-critical

! > vSphere with Tanzu Services
2l =

f Tanzu Kubernetes iH g b
‘%‘ Grid Service vSphere Pod Registry Network Storage

Service Service Service Services VSphere Admin

Developer

vSphere vSAN MSX

mwa re® ©2020eViNware, @it) 15




Enabling Workload Management

vm vSphere Client

@ Home
Workload Management

¢ Shorts

9 Hosts and Ciu

Managen

vSphere with Kut

feature that en;

network. and stor urces for running an app

@ vMs

e func

mize resource usage by y nption

rkload Management

Getting Started with Workload Management | @

CIFIC-VCSA, TRVCLOUD.COM (NSX-T

@ Policies and Profiles

& Auto Deploy

Hybrid Cloud Services

g vSphere with

> De

3A trol pianes, images, and containers in the name:
& Administration
) Tasks Afte

run namespaces without impactie

the cluster

g Events

& Tag

& e ENABL
O Litecycle Manager -

D vCloud Availability

Recent Tasks  Alarm 16



Enabling Workload Management - Pick a Cluster

vm vSphere Client

@ Home
@ Shortcuts Workload Management

) Hosts and Clusters < BACK
(@ VMs and Templates

Enable Workload Management

Storage

@ Networking

~ 1. Select a Cluster Select a cluster to enable namespaces

a couple of control plane nodes

Cluster Details

BB Policies an
2 aunt

Hybrid Cloud S

d Profiles

Deploy

Cluster Name v Number of Hosts v Avallable CPU v Available Memory v

© compute-cluster 3 88,57 GHz 116.38 GB

Cloud Availabiity

2. Cluster Settings

3. Network

4. storage

tails for your namespaces

5. Review and Confirm  Rev

Recent Tasks




Enabling Workload Management - Control Plane VM Size

vm vSphere Client

@ Home
@ Shorteuts Workload Management

< BACK
Enable Workload Management
I > 1. Select a Cluster compute-cluster Selected

v 2. Cluster Settings Select the master size and configure NSX on the s

Global I

y Us

The more resources

@ Policies and Profiles

& auto Depl:

Control Plane size

size Maximum number of pods cpu Storage Memory
Hybrid Cloud Serv 1000 2 16 GB
<|> Developer Center

Larg:
oud Avaiiabiity
3. Network Configure Networking for the Control Plane and Worker Nodes
@ vRealize Operations
4. Storage

5. Review and Confirm

set up

Recent Tasks A




Enabling Workload Management - Networking

vm vSphere Client

Namespaces [

Workload Management

< BACK

Enable Workload Management

V3. Network Management Network:
Network Selected: VM Network IP Address: 192168210 Subnet Mask: 2552552550 Gateway:192.168.21 DNS Servers: 19216823 NTP Servers: 192168.2.1
Namespace Network:
vSphere Distributed Switch: 50 20 5¢ 7c aa 7c a0 6a-1176 8d 77 fd ab 3849 Edge Cluster: ec974a03-72ef-429b-9597-b7863464b8f0  FODN: supervisor.planetvoor.com DNS Servers: 192.168.2.3,192168.2.2 Pod CIDRs: 10.244.0.0/21 Service CIDR: 10.96.0.0/24 Ingress
CIDRs: 192.168.7.64/26 Egress CIDRs: 192.168.7.128/25

ter network details to be used for namespaces. & VIEW NETWORK TOPOLOGY

nagement Network

The workload platform consists of a control plane a

set of workers per cluster. Each cluster sits on a management network that supports traffic to vCenter

Network * @ VM Network Starting IP Address * @ 192.168.2.10
255.255.255.0 Gateway * @ 192.168.21
DNs server 192168.2.3 NTP Server * (D 192.168.2.1

DNS Search Don

ains

Workload Network

The workload ne

ork supports traffic to the Kubernetes APl and to the Pods/Services that are deployed on the Supervisor cluster. This ne

ork is supported by NSX
vSphere Distributed Switch * @ DSwitch Edge Cluster * © edge-cluster-01

API Server endpoint FGDN @ supervisor.planetvoor.co

DN Server * 192168.2.3,1921682.2
Pod CIDRs * @ 10.244.0.0/21 Service CIDRs * @ 10.96.0.0/24

¥ e
Ingress CIDRs * @ 192.168.7.64/26 Egress CIDRs * @ 1921168.7.128/25



Enabling Workload Management - Control Plane VM Disks

vm vSphere Client

@ Home
& Shortcuts Workload Management

) Hosts and Clusters

@ VMs and T

Enable Workload Management

Storage
@ Networking

8

I > 1. Select a Cluster

arie

GB, Memory 16 GB

B Giobal Invento

y Lists

> 3. Network
-vian10  IP Address: 2
= Policies and Profiles
& Auto Deploy 50 3d 4162 2¢ 38 78 Oe-9e 1
0.50.6 Egress CIDRs: 1
Hybrid Cioud Setvices 9
<I> Developer Center v 4. storage Specify the storage details for your namespaces

@ Administration

Control Plane Node

Ephemeral Disks
D vCloud Availability

@® vRe

8 Gnerations Image Cache

NEXT

5. Review and Confirm  Re

tails and confirm

Recent Tasks A

20
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Enabling Workload Management - Review & Confirm

vm vSphere Client

@ Home
@ Snortcuts Workload Management

) Hosts and Clusters < BACK

@ VMs and T

Enable Workload Management

Storage
@ Networking > 1. Select a Cluster
[ content Librarie:
T > 2. Cluster Settings

[B Global Inventor

> 3. Network

ork

d; mgmt-vian10

Namespace Network

R Polic

Mask: 255.255.255.0 Gateway: 1
s and Profiles

& Auto Deploy

0.0/20 Service CIC
Hybrid Cioud Services

/> Developer Center

> 4. Storage Control Plane Node Storage vm-pacifi

Ephemeral Storage vm-pa

@ Administration Image Storage vm

) Tasks

v 5. Review and Confirm
g Events

Review all the detalls and confirm your namespaces set up

stom Attributes

e Manager fae

cluster. Revie

D vCioud Availability

@ vRealize Operations.

Recent Tasks Ala

21
GG

»



Enabling Workload Management - Profit!

wvm vSphere Client

Workload Management

Namespaces L

You have successfully enabled Workload Management

@

This I our b of
[B Global Inventory Lists + Togetss ace. Learn me
a an al ¢ to sup 1 s 3 1c brary
7 Policies and Profiles
s Y|
iyl Services

<> Developer Center

@ Administration
) Tasks

ags & Custom Attributes

ycle Manager

D vCioud Availability

@ vRealize Oper

22

Recent Tasks Alarm




What Matters Most

Open source aligned Consistent across clouds Developer self-service

@
Capture the innovation Realize the potential Set clear guidelines
and freedom of the of Kubernetes as an and policies; then set
community abstraction developers free

mwa re® Confidential | ©2020 VMware, Inc.
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VMware is a Leader in the Open Source Community

Committed to chopping wood and carrying water

25000

Kubernetes

20000

contributions by

release number

Contributions

10000

5000

15000 according to
k8s.devstats.cncf.io

Release

@) conTOUR

iS5 HARBOR ([ sonoBUOY @ocmNT

vmware
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% VELERO

2077
steering committee members

10 of 23

special interest groups led by VMware

4

working groups led by VMware

2nd

leading contributor to kubernetes

https://github.com/vmware
https://github.com/vmware-tanzu
https://github.com/kubernetes-sigs/cluster-api
https://github.com/kubernetes/kubernetes
https://github.com/vmware-tanzu/octant
https://github.com/goharbor/harbor
https://github.com/vmware-tanzu/sonobuoy

24



https://github.com/vmware
https://github.com/kubernetes-sigs/cluster-api
https://github.com/kubernetes/kubernetes/pulls
https://github.com/vmware-tanzu/octant
https://github.com/goharbor/harbor

Publicly Available HOL

C @ labs.hol.vmware.com,
£y vmware
¥ HOL Online

Cloud Native
Applications

HOL-2113-01-SDC - vSphere 7 with Kubernetes

vSphere 7 with Kubernetes is the new generation of vSphere for modern applications and it is
available only through VMware Cloud Foundation. Developers can now consume the newly
introduced VMware Cloud Foundation Services that includes Tanzu Kubernetes Grid Services
and a family of Hybrid Infrastructure Services

VM

This lab is available in English

Dell Technologies

MX 7000, Lab Modules

Emerging

1 Introduction to vSphere with Kubernetes 15
Technologles 2 Managing vSphere with Kubernetes 30

ni "f,‘ : ,T 3 Consuming vSphere Foundation Services 30

4 Working with Tanzu Kubernetes Clusters 15

A Module Time can be either 15, 30, 45 or 60 Minutes in Length.
A Module Level can be either Beginning, Intermediate, or Advanced.
Close

Hyper-Converged
Infrastructure

VSAN, Virtual Vo
VxRail

w LAB DETAILS

Network

Virtuslization Time Limit: 1hour 30 minutes

Valid Period: 2 hours
Exit Allowed: No

NSX C
Avi Netw

Software Defined End Allowed: Yes
Data Center

Availability: Available Now
VMware Software Defined
Data Center Manual Languages: English

Solution Labs

Products: Kubernetes, vSphere HTML Client SDK
Authors: Bob Bauer, Jose Manzaneque, Peter Kieren
VMs: Microsoft Windows Server 2012 (64-bit)

Unified Endpoint
Management
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